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Abstract 

Most medical image processing studies use medical images to detect and measure 

the structure of organs and bones. The segmentation of image data is of great 

importance for the determination of the area to be studied and for the reduction of 

the size of the data to be studied. Working with image data creates an exponentially 

increasing workload depending on the size and number of images and requires high 

computing power using machine learning methods. Our study aims to achieve high 

success in bone segmentation, the first step in medical object detection studies. In 

many situations and cases, such as fractures and age estimation, the humerus and 

radius of the upper extremity and the femur and tibia of the lower extremity of the 

human skeleton provide data. In our bone segmentation study on X-RAY images, 

160 images from one hundred patients were collected using data compiled from 

accessible databases. A segmentation result with an average accuracy of 0.981 was 

obtained using the Mask R-CNN method with the resnet50 architecture. 
 

 
1. Introduction 

 

Many doctors use medical images to decide whether 

lesions, fractures, etc., occur in complaints that are 

thought to be caused by bone. With the development 

of medical imaging devices, a large number of high-

quality medical imaging methods such as X-ray, 

computed tomography (CT), and magnetic resonance 

imaging (MRI) are widely used [1]. Visual inspection 

of X-ray data to determine appropriate treatments is a 

primary means of detecting and determining the 

severity of bone and bone-related phenomena [2]. An 

experienced physician may need to spend a lot of time 

checking bone integrity and health status on the X-ray 

image. Many hospitals today have a shortage of 

experienced radiologists to handle these medical 

images. To assist doctors in detecting bone-related 

disorders, computer-aided diagnosis (CAD) has been 

widely used to analyze medical images and has 

received increasing attention [3]. Deep learning 

applications are intensively used to classify health 

data and can potentially provide pioneering 

knowledge to domain experts [4,5]. In our study, a  
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segmentation application that provides the boundary 

information of the object with formal precision will 

be applied beyond visual classification and object 

identification within frames. Although it is translated 

into our language as segmentation, the process 

referred to as segmentation is to divide a digital image 

into regions or objects in the image [6]. Segmentation 

of four long bones in the lower and upper extremities 

will support experts' decision-making processes, from 

bone integrity to age estimation and detection of 

different diseases. Our study aims to show the bone 

structure on the image using direct radiograph 

images. Direct radiographs are the most intensively 

used diagnostic method among medical imaging 

methods, which is the most cost-effective diagnostic 

method with the highest data access. It is known that 

radiographs, which are examined and reported by 

radiologists in the first step and then by specialized 

physicians, create a workload for more than one 

physician. Today, radiologists use medical imaging 

methods to examine and report images in different 

areas and frequencies. There are systems in which 
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medical images are collected in a pool for 

interpretation and waiting for the appointment of a 

specialist. Automating the preliminary information in 

the radiographs interpreted by more than one 

specialist physician will save much time and labor by 

marking the preliminary information about different 

structures and presenting it to the specialist on the 

image. In image processing, determining the point of 

interest is an important stage and is one of the first 

steps in almost all studies. The term region of interest 

in the literature consists of visualizing bone and 

cartilage structure on direct radiographs. In addition 

to being a pioneering procedure, our study has an 

innovative aspect, with the masking success reaching 

0.99 and above and possibly being integrated into 

radiological imaging devices. The segmentation of 

this region will be provided by masking produced 

with Mask R-CNN, as explained in the following 

sections.  

Recently, thanks to the higher computational power 

of graphics processing units (GPUs), many new 

works on CAD based on deep learning have been 

presented. Current deep learning-based segmentation 

methods utilize some fully convolutional network 

(FCN) derivatives to estimate the class labels of all 

pixels in an image in parallel. Due to the pooling 

layers and up-sampling process, spatial information 

may be lost during the prediction, so there are some 

inaccuracies in the predicted segmentation map, 

especially in sharp regions such as boundaries. 

Therefore, a hopping architecture in FCN has been 

proposed to solve this problem [7]. Following this 

idea, Ronneberger et al. (2015) proposed a standard 

and popular medical image segmentation architecture 

called U-Net, which includes a symmetric encoder 

and decoder. The features of each encoder layer are 

hopingly connected to the corresponding decoder 

layer to recover the lost spatial information [8]. In 

bone structure segmentation, studies differ according 

to the preprocessing or masking area, and different 

results have been obtained with different network 

architectures.  

Bullock et al. (2019) applied XNet 

architecture to segment X-ray images into bones and 

skin and obtained results with an overall accuracy of 

0.92, which surpasses classical methods [9]. Drozdzal 

et al. (2018) combined Cnet with the fully connected 

resnet architecture (FC-ResNet) applied for CT liver 

images to detect lesions and obtain high-accuracy 

results [10]. Omar (2019) used a VGG-16-based 

SegNet model for CT lung image segmentation and 

achieved an average success rate of 0.95 [11]. Deep 

learning is a process that allows computational 

models consisting of multiple processing layers to 

learn representations of data with multiple levels of 

abstraction for the automatic segmentation of 

different anatomical structures. It includes automatic 

segmentation methods that are classified as either pre-

supervised or unsupervised. For supervised methods, 

segmentation requires operator interaction throughout 

the process, while unsupervised methods usually 

require operator intervention only after the end of the 

process. Unsupervised methods are preferred to 

obtain a reproducible result [12]. In another study, U-

net detected different human bones from computed 

tomography images, achieving a segmentation 

accuracy of 0.93 [13]. Smistad et al. (2015) applied 

deep learning methods to MRI tomography images to 

detect lung tumors and, at the same time, improve 

MRI image quality. The segmentation processes 

obtained with current methods exceed the success 

threshold of 0.90 based on the literature review [14]. 

For segmentation tasks, Mask R-CNN has several 

advantages over Faster R-CNN. First, it can generate 

more accurate and fine-grained masks for each object, 

better at capturing the details of shape and contour 

than bounding boxes. Second, it can handle 

overlapping and occluded objects better than 

semantic segmentation models, which can confuse 

pixels from different instances of the same class. 

Third, it can use the existing architecture and pre-

trained weights of Faster R-CNN, which can reduce 

training time and data requirements. Finally, adding 

or modifying the mask branch can extend it to other 

tasks, such as key point detection, pose estimation, 

and panoptic segmentation. 

 

2. Material and Method 

 

2.1. Convolutional neural networks 

 

It is similar to traditional artificial neural networks, 

consisting of neurons that self-optimize through 

learning. Each neuron takes one input and performs a 

process that is the basis of numerous ANNs. From the 

input raw image vectors to the final output of the class 

score, the entire network continues to express a single 

weight. The final layer contains the loss functions 

associated with the classes and can be used to 

optimize objectives such as class scores. [15]. 

Convolutional neural networks, also known as CNNs, 

are a particular type of neural network, usually 

consisting of the following layers.  

Paragraphs following the first paragraph 

should begin with the paragraph indentation. The 

general structure of CNN layers is presented in Figure 

1.
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Figure 1. CNN layers [16]. 

 

When scanning images based on their size, filters 

perform convolution layer operations. 

Hyperparameters such as the filter size and step are 

used. The outcome of this is an activation map or 

feature map. This process can also be regarded as 

image reduction or feature extraction. 

 

Figure 2. Convolution layer. 

 

The full link layer represents the sampling process 

following the convolution layer, typically 

representing spatial variation. Specifically, 

maximum, and average co-registration represent 

distinct categories of co-registration, with maximum 

and average values taken correspondingly. Opting for 

maximum averaging retains the perceived features by 

identifying the current matrix's highest value, 

constituting the most preferred method. Different 

methods can be employed in this layer to guarantee 

the selection of varied features. Convolution layer 

sections are presented in Figure 2. 

The fully linked layer works on an input where all 

neurons are connected to each input. As seen in Figure 

3, these layers are commonly situated towards the end 

of a CNN architecture and can be utilized to enhance 

objectives such as class scores. 

 

Figure 3. Fully connected layer. 

 

 

2.2. Region-based CNN 

The architecture used to identify objects in images 

and the classes of these objects was published by 

Girshick et al. in 2014 [17]. RCNN is run on images 

containing multiple objects in two different steps. The 

first of these steps is selective search. In this stage, the 

features that are candidates to be objects in the image 

are determined. The RCNN architecture is shown in 

Figure 4 below. After identifying approximately 2000 

regions, each region is entered into the CNN model 

separately, and the boxes defining the boundaries are 

predicted. 

 

 
Figure 4. Region-based CNN architecture [17].

 

 

2.3. Mask R-CNN 

It is a state-of-the-art example segmentation 

technique proposed by He et al. [18]. As shown in 
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Figure 5, Mask-RCNN is divided into two branches 

of the network: classification prediction and mask 

prediction. The classification prediction branch is the 

same as Faster-RCNN, predicts the relevant domain 

and produces class labels and rectangular box 

coordinate output. Each binary mask produced by the 

mask prediction branch relies on the classification 

prediction results to separate these objects. Mask-

RCNN independently predicts a binary mask for each 

class to avoid competition. 

 

 
Figure 5. Mask-RCNN architecture [18]. 

 

2.3.1 Mask R-CNN Hyperparameters 

Back Bone: The backbone is the Conv Net 

architecture. This is used in the first step of Mask R-

CNN. Available backbone selection options include 

ResNet50, ResNet101 and ResNext 101. 

Train_ROIs_Per_Image: This is the maximum 

number of ROIs the Region Proposal Network will 

generate for the image. These ROIs will be processed 

in the next step for classification and masking. 

Detection_Min_Confidence: This is the confidence 

threshold above which an instance will be classified. 

It can be initialized by default. It can be increased or 

decreased depending on the model's detected 

instances. 

Image_Min_Dim and Image_Max_Dim: These 

settings control the image size. The default settings 

resize images to 1024x1024 squares. Smaller images 

(512x512) can reduce memory requirements and 

training time. 

Loss weights: Mask RCNN uses a complex loss 

function, calculated as the weighted sum of different 

losses in each model state. The hyper-parameters of 

the weight of the losses correspond to the weight the 

model should give to each state. 

 

2.3.2 Mask R-CNN Evaluation Metric 

Pixel accuracy is a common evaluation metric used in 

image segmentation to measure the overall accuracy 

of the segmentation algorithm. It is the ratio of 

correctly classified pixels to the total number of pixels 

in the image. 

 

𝑃𝑖𝑥𝑒𝑙 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑝𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑟𝑒𝑎 𝑝𝑖𝑥𝑒𝑙𝑠
  (1) 

 

2.4. Resnet 

In 2015, Resnet, a network structure proposed by He 

et al., ranked first in ILSVRC-2015 classification, 

ImageNet detection and localization, COCO 

detection, and segmentation tasks. The deepening 

network structure aims to solve the problem of 

reducing the training error by using the residual block 

structure. Residual blocks are added to the output by 

skipping one or more layers. The identity block is 

used if the input and output are the same [19]. If the 

residual block does not provide learning, it does not 

impose an additional load on the structure, but 

generally, the residual block contributes positively to 

the network's learning. Resnet50 architecture is 

presented in Figure 6 below. 

 

Figure 6. Resnet50 architecture [19] 

 

With the structure shown in Figure 7, Resnet50 is 

used as 1x1 convolution, 3x3 convolution, and 1x1 

dimensionality to recover the actual size. 

 

Figure 7. Resnet50 link example [19] 

 

3. Results and discussion 

LERA X-RAY images made available by Stanford 

University were used for educational and academic 

studies [20]. To compare the aims and data amounts 

of the studies in the literature, the information on the 
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publications in similar fields is presented in Table 1 

below. 

 

Table 1. Similar studies in the literature and the amount 

of visual data used 

Study Aim Data 

Yahalomi vd. (2019) [2] Fracture detection 38 

He vd. (2020) [21] Tumor detection 291 

Eweje vd. (2021) [22] Tumor classification 1060 

Chianca vd. (2021) [23] Tumor classification 146 

Anizusman vd. (2021) [24] Tumor classification 50 

Karthik vd. (2021) [25] Pneumonia detection 5000 

Thakur ve Kumar (2021) [26] Pneumonia detection 3877 

Felfeliyan (2022) [27] Cartilage Segmentation 500 

 

Images with complete bone integrity and without 

prosthesis were selected from the set containing 

different anomaly and prosthesis images. In addition, 

a student profile was created on the Medpix page, and 

appropriate images of the relevant bones made 

available for sharing were used [28]. 

The dataset consisting of 160 different images was 

labeled as polygons with the single class 'bone' tag in 

Microsoft's 'Common Objects in Contects' COCO 

format, which is widely used in image segmentation.  

Examples of labeled images are shown in Figure 8. 

Depending on the imaging equipment, X-rays are 

available in different resolutions, such as 1024*817, 

2436*2966, and 2021*2021. With the Mask R-CNN 

architecture, these images are resized to 1024*1024. 

 

 Figure 8. Labeled image samples.  

 

The dataset was divided randomly into training and 

test sections at a ratio of 120/40. Data augmentation 

was not applied because it would produce images 

outside the X-ray acquisition standards. For example, 

if augmentation techniques were to be applied to the 

lower extremity image, the femur and tibia would be 

in different positions, which would differ from the 

real images. Train was performed on a Tesla K80 

GPU provided by Google Colab. Experiments were 

performed with different resolutions, epochs, and 

parameters, and the optimal success value was 

obtained independently of the test images, with a 

resolution of 1024*1024 and a learning rate (lr) of 

0.001. The process took 84 minutes, and the test 

results exceeded the success threshold set in the 

literature. Table 2 below presents some test results 

with Resnet101 and Resnet50 architectures using 

different parameters and average sensitivity values. 

 

Table 2. Training parameters and accuracy results 

mAP Parameters 

Validation 

steps 

Steps per 

epoch 

Backbone Min. 

conf. 

0,981 50 1000 Resnet101 0,7 

0,989 50 1000 Resnet50 0,7 

0,976 50 500 Resnet101 0,7 

0,977 50 500 Resnet50 0,7 

0,976 100 1000 Resnet101 0,7 

0,977 100 1000 Resnet50 0,7 

 

 

4. Conclusion and Suggestions 

When diagnosing bone-related complaints, our 

application aims to reduce the target region by 

detecting the relevant area on X-ray images, which is 

the primary source of information for medical 

specialists. Our results show an average accuracy of 

0.981. Figure 9 also lists the accuracy values obtained 

for the test radiographs, with the lowest value of 0.88. 

This shows that a segmentation success of 0.99 is 

possible by overcoming some limitations. Figure 10 

shows sample images of the test set. It is important to 

note that this is an objective evaluation based on the 

resources used. The application aims to improve 

successful object/structure detection within the 

masked area. This is based on pioneering studies with 

Mask-RCNN in detecting anomalies, fractures, and 

lesions on the four long bones. The study has reached 

a point of success with masking and aims to create 

innovative software that can be added to radiological 

imaging devices. The Mask R-CNN architecture 

preferred for the study provides the segmentation 

function on visual data. This process provides region 
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of interest (ROI) extraction in fracture, implant, 

tumor, and anomaly detections, which are intensively 

included in the literature and controlled depending on 

the bone structure. Running deep learning models on 

ROI-detected images for object detection and similar 

operations will provide a lower workload and faster 

results [29]. Future studies will include images with 

structural differences for data augmentation and 

sample object detection. Additionally, they will 

continue to explore applications with different 

network and architectural structures and carry out 

optimization trials using the existing parameters to 

achieve the most optimal results for the data. 

 

 

Figure 9. Test X-rays accuracy. 

 

 

Figure 10. Prediction examples on test data. 
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