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Abstract 

The most important factor on the success of the student is the student's readiness for 

the lesson, motivation, cognitive and emotional state. In face-to-face education, the 

educator can follow the student visually throughout the lesson and can observe his 

emotional state. One of the most important disadvantages of distance learning is that 

the emotional state of the student cannot be followed instantly. In addition, the 

processing time of emotion detection, in which real-time emotion detection will be 

performed, should be short. In this study, a method for emotion recognition is 

proposed by using distance and slope information between facial landmarks. In 

addition, the feature size was reduced by detecting only those that are effective for 

emotion recognition among the distance and slope information with statistical 

analysis. According to the results obtained, the proposed method and feature set 

achieved 86.11% success. In addition, the processing time is at a level that can be 

used in distance learning and can detect real-time emotion. 
 

 
1. Introduction 

 

Student motivation, cognitive and emotional state are 

important factors on learning performance [1]. In the 

physical learning environment, the educator and the 

student are in a face-to-face relationship, and 

appropriate educational conditions can be provided 

by responding appropriately according to the 

emotional state of the student [2]. However, in 

distance learning, the structure of the learning space 

and content is often presented in a static manner, 

without consideration of students' feelings, without 

interaction and without feedback from the educator. 

Therefore, determining the student's emotional states 

and reactions to a given situation is one of the most 

important elements for any distance learning 

environment [3]. Information received from the 

student, speech, facial expression, and vital signals 

(heart rate, etc.) are used for emotion recognition. 

Getting information from the student is the 

simplest method [4]. The student is asked about his 

feeling and action is taken according to the answer 
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received from the student. This method will give 

negative results on students who try to hide their 

emotions. In addition, students may react negatively 

when faced with such questions outside of the 

classroom [2]. Another important point is that 

emotions are not constant and change in a negative 

situation. For example, a student who starts the lesson 

happily may be upset when he cannot answer the 

question. Therefore, the emotional state should be 

constantly monitored throughout the learning process. 

Troung et al. tested the emotional state determined by 

the participant with the observer. According to the 

results obtained, the emotional state obtained in the 

two situations is different [5]. Students' descriptions 

of their emotions were examined in various papers [5, 

6]. According to the results obtained, there are 

differences between self-assessment and observer 

evaluation. 

It is a known fact that people reflect their 

emotions in their speech [7, 8]. Verbal 

communication includes some acoustic cues that aid 

in emotion recognition [9]. Acoustic feature-based 
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mostly used features are pitch, speech rate, formant 

frequencies, energy and phonetic features. [10]. In 

recent years, mel-frequency cepstral coefficients 

(MFCCs) have been used successfully in speech 

emotion recognition (SER) studies [11]–[21]. SER 

consists of two main parts. These are acoustic feature 

detection and classification. For acoustic feature 

detection, tools such as Praat [22], OpenSmile [23], 

OpenEar [24], SPAC [25]can be used, as well as 

coding with the help of software such as MATLAB. 

Classifiers such as SVM, HMM, GMM, AFDBN, 

ANN, k-NN, RBF are used for classification [2]. 

Although there are many studies on SER, there are 

various factors that negatively affect the success of 

the system. Acoustic features are affected by factors 

such as the speaker, sentence, and language of the 

speaker. Also, some emotion pairs contain similar 

acoustic attributes. For example, boredom and 

sadness have similar sound characteristics [26]. 

Another disadvantage of using SER in distance 

learning is that the SER system cannot be used 

actively since the student is mostly in the listening 

position. 

Another method used for emotion recognition 

is facial expressions [27]. Sometimes a facial 

expression is more effective than speaking too many 

words. Emotional reactions affect the muscles under 

the skin of the face and facial expressions are formed. 

For example, in disgust, the mouth and nose muscles 

act in such a way as to produce facial disfigurement 

[28]. Facial expressions can be recognized from still 

images or camera images with image processing 

methods. These facial expressions can be used for 

person recognition or emotional recognition. Facial 

deformation, facial expression of emotional state is 

similar for all people, despite differences in gender, 

ethnicity, and age [29], [30]. Facial features fall into 

two categories: appearance and geometric features. In 

geometric-based methods, various points on the face 

are followed [31]. Accurate finding and tracking of 

facial features are imperative in geometric-based 

techniques. In many real applications, finding and 

detecting facial features is a time-consuming, 

complex, and error-prone process. Therefore, 

appearance-based techniques have also been 

proposed. These techniques model appearance 

changes such as wrinkles and furrows [2]. Compared 

to other emotion recognition methods, the use of 

facial expressions gives more successful results. The 

weakness for distance learning is that the student's 

face is mostly static during the learning process.  

Physiological sensors can be used to emotion 

recognition with the help of various vital signals 

(heart rate, blood pressure, respiration, electro-

dermal activity, electroencephalograms, electro-

cardiograms, and electromyograms  etc.) [32]. 

Thus, changes in physiological signals can be 

associated with emotion [33]. Emotion 

recognition based on vital signals is not usable 

for distance learning as it requires special 

hardware. When wearable technologies become 

widespread, their usability for distance learning 

will increase. A comparison of emotion detection 

methods in distance education is given in Table 

1. 
Table 1. Advantages and disadvantages of emotion 

recognition methods in distance education [2]. 

Method Advantages Disadvantages 

Getting 

information 

from the 

student 

- Easy to apply 

- No need for 

additional 

equipment 

- It is boring for the 

student 

- Student's 

emotional changes 

cannot be detected 

during the lesson. 

- The student may 

not be honest 

SER 

- Suitability for 

language 

learning 

- Distinguish 

between high 

arousal and low 

arousal feelings 

- Not available for 

all learning content 

- Inability to 

distinguish 

emotions with the 

same arousal 

Facial 

Expression 

- Identifying 7 

basic emotional 

states 

- Availability of 

webcams 

- Processes are time 

consuming 

- There may not be 

enough change in 

the faces of the 

students. 

Vital Signals 

- Distinguish 

between high 

arousal and low 

arousal feelings 

- High precision 

if using many 

parameters 

- Needs some 

special tools and 

sensors not 

available for all 

students 

- Connecting 

sensors may disturb 

the student 

 
Vital signals from the methods used for 

emotion recognition as described above are not 

available for distance learning. According to the 

information received from the student, emotion 

recognition will not give accurate results for distance 

learning as it will be both misleading and stable. 

Although emotion recognition through speech has 

achieved high success in various studies, its usability 

in distance learning is low as the student will mostly 

be in the listening position in the course. Emotion 

recognition through facial expressions has been 
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determined as the most suitable method that can 

provide efficient results for distance learning systems. 

In this study, a model based on facial points for 

emotion recognition was created using image 

processing, analytical geometry, statistics and SVM 

classifier, and the success of the model was analyzed. 

In the next part of the study, the relevant studies in the 

literature, the materials and methods used in the third 

part, the analysis of the proposed model in the fourth 

part, and the results and discussion are given. 
 
2. Related Works 

 
Emotion recognition from facial expressions consists 

of image acquisition, preprocessing, feature 

detection, classification and postprocessing 

processes. Most systems based on facial expressions 

classify them into categories of joy, sadness, surprise, 

fear, anger, disgust, and nervousness [34]. Feature 

extraction is the process of obtaining features that will 

be used to distinguish emotions from images. For this 

process, the features obtained by filtering methods 

over the model or face image that refer to the change 

of various points on the face are used. Gabor filters 

[35], principal component analysis [36], linear 

discriminant analysis [37] and facial action coding (a 

system for classifying human facial movements 

according to their facial appearance) [38] are used to 

obtain the features [39]. After the features are 

obtained, a classifier is needed for emotion 

recognition. The most widely used classifier at this 

stage are SVM [39]. 

Gabor wavelet [39],  SVM [40, 41], k-NN 

[41], deep learning [42–46] methods were used in 

studies using image processing for emotion 

recognition using facial expressions in distance 

learning. According to the results of the study, in 

which gabor wavelet, principal component analysis 

and linear discriminant analysis were used for 

filtering and feature extraction, the highest success 

was obtained with gabor wavelet [39]. In addition, it 

has been found that deep learning methods increase 

the success rate between 1% and 5% compared to 

traditional methods [42]. Image processing-based 

methods operate on the image of the entire face. 

Another method used to detect facial expressions is 

the use of images of the eye and mouth region [47]. 

The relationships between facial expressions 

and learning styles in distance learning were also 

analyzed by image processing methods. In the study 

using deep learning, a database was created showing 

which emotion is associated with which learning style 

[43]. Facial expressions are also used to determine the 

current education level of the student. To determine 

the education level of the student, besides facial 

expressions, exam results, current level and time 

spent in the test were used [48]. In the study, in which 

the distance education environment was modeled 

using facial expressions and fuzzy logic, the answers 

given by the students to the questions and their 

emotional states were used. According to the facial 

expressions obtained here and the answers given by 

the student, the next learning level of the student was 

determined [44]. In another deep learning-based 

study, facial expressions were used to suggest suitable 

materials to students [46]. 

There are studies that refer to specific points 

on the face, facial muscle movements and moving 

points on the face for emotion recognition. Ayvaz et 

al. (2017), the coordinates of the points determined on 

the percentage were determined as features, and the 

highest success in classification was obtained with 

SVM and k-NN [41]. The Facial Action Coding 

System (FACS) [49], which references facial muscle 

movements, and the facereader [50], which detects 

moving points on the face, were used in the study 

aiming to evaluate the emotional state of students 

during the course in distance learning [51]. 

According to the results of studies on emotion 

detection in distance learning, machine learning 

methods and image processing have been used in 

many studies. Depending on the feature size, 

these methods require both a lot of workload and 

hardware. In addition, emotion recognition for 

distance learning systems is a process that 

requires continuity and needs to be done in real 

time. Therefore, emotion recognition system with 

low processing complexity and high success rate 

will increase the performance of distance 

learning systems. 

 
3. Materials and Methods 

 

A subset of the FACES [52] dataset, which is 

available for use and consists of 72 images, was used 

to test the proposed emotion recognition model. This 

dataset contains 6 emotional expressions (Anger, 

Disgust, Fear, Happiness, Neutral, Sadness). For each 

image in this data set, 70 points on the face were used. 

These points were obtained with faceSDK [53]. 

FaceSDK can be used in many programming 

languages (Microsoft Visual C++, C#, Objective C, 

Swift, Java, VB, Delphi, and Python) is a plugin. An 

example of face points obtained with FaceSDK is 

given in Figure 1. 
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Figure 1. Face dots obtained with the faceSDK for an 

example image in the FACES dataset. 

 

Before the details of the proposed emotion 

recognition model, definitions of some basic concepts 

are given below. 

 

Definition 1 (Emotional State). 𝐸 = {𝑒1, 𝑒2, … , 𝑒𝑛} 

be the set containing n different facial expressions. 

Emotional state 𝜎 = (𝜖1, 𝜖2, … , 𝜖𝑛) is defined as a 

probability distribution over E with [44]   

 

 𝜖1 = 𝑃(𝐸 = 𝑒𝑖), 0 ≤ 𝜖𝑖 ≤ 1 𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑛 𝑎𝑛𝑑 ∑ 𝜖𝑖 = 1

𝑖

 (1) 

According to Definition 1, σ contains n facial 

expressions, and in the proposed approach, the 

emotional state includes probability degrees of six 

facial expression classes: anger (𝜖1), disgust (𝜖2), fear 

(𝜖3), happiness (𝜖4), sadness (𝜖5) and neutral (𝜖6). 

 

 

Definition 2 (Facial Landmarks). Facial landmarks 

(fp), contain specific points on the face to be derived 

from each facial expression. These points are 

obtained with faceSDK [53] and defined as   

 

𝑓𝑝 = {𝑝1, 𝑝2, … , 𝑝𝑘}, 1 ≤ 𝑘 ≤ 70, 𝑓𝑜𝑟 ∀𝐸 (2) 

 

Definition 3 (Distance between landmarks). The 

distance between landmarks (dist) expresses the 

distance between each landmark obtained on the 

percentage and the other point. Analytical geometry 

is used to calculate these distances and is defined as   

 
Distance: |𝐴𝐵| =

√(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2  𝑓𝑜𝑟 𝐴 = (𝑥1, 𝑦1) 𝑎𝑛𝑑 𝐵 =

(𝑥2, 𝑦2) 

(3) 

Distance between landmarks: 𝑑𝑖𝑠𝑡 =

{|𝑝1𝑝2|, |𝑝1𝑝3|, … , |𝑝𝑖𝑝𝑗|}, 1 ≤ 𝑖 ≤ 69, 1 ≤ 𝑗 ≤

70 𝑓𝑜𝑟 ∀𝑓𝑝 𝑎𝑛𝑑  𝑖 ≠ 𝑗  
(4) 

 

Definition 4 (Slope between landmarks). The slope 

between landmarks (slp) expresses the slope between 

each landmark obtained in the percentage and the 

other point. These slopes are defined as  

 

Slope: 𝑚 =
𝑦2−𝑦1

𝑥2−𝑥1
  𝑓𝑜𝑟 𝐴 = (𝑥1, 𝑦1) 𝑎𝑛𝑑 𝐵 =

(𝑥2, 𝑦2) 
(5) 

Slope between landmarks: 𝑠𝑙𝑝 =

{
𝑝𝑦2−𝑝𝑦1

𝑝𝑥2−𝑝𝑥1

,
𝑝𝑦3−𝑝𝑦1

𝑝𝑥3−𝑝𝑥1

, … ,
𝑝𝑦𝑗

−𝑝𝑦𝑖

𝑝𝑥𝑗
−𝑝𝑥𝑖

} , 1 ≤ 𝑖 ≤ 69, 1 ≤ 𝑗 ≤

70, 𝑓𝑜𝑟 ∀𝑓𝑝 𝑎𝑛𝑑  𝑖 ≠ 𝑗 

(6) 

 

Definition 5 (Detection of emotion-based 

landmarks). Detection of emotion-based landmarks is 

the detection of emotion with the help of features 

obtained using the information obtained from 

Definitions 3 and 4. However, the distance and slope 

data between points over 70 points in each face image 

increase the feature size. Therefore, those features 

that do not vary according to emotion can be 

statistically detected and removed from the feature 

set. Since the distance and slope data do not show 

normal distribution, the Kruskal-Wallis test can be 

used for this purpose. 

 

The Kruskal-Wallis test (KW) is defined as 

𝐾𝑊 = [
12

𝑁(𝑁 + 1)
∑ 𝑡𝑅̅2] − 3(𝑁 + 1) 

where N is the total number of 

people/observations in the groups, g is the 

number of groups, 𝑅̅ is the group mean rank, 

t is the number of people in each group. 

 

(7) 

Detection of emotion-based landmarks: 

Detection of emotion-based landmarks are 

defined as  

𝐷𝐸𝐿 = {𝐾𝑊(𝑑𝑖𝑠𝑡, 𝑠𝑙𝑝)}, 𝑝 ≤ 0.05 

 

 

(8) 

 

The information given from Definition 1 has been 

created for the system to learn in the emotion 

recognition process. In the learning process, emotion-

based facial points are obtained in line with the 

definitions given above by using the face points 

obtained with the faceSDK in the ready-made facial 

expression dataset. The resulting face points are used 
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for training the SVM. The block diagram of the 

emotion recognition model is given in Figure 2. 
 

 

 
Figure 2. Emotion recognition model 

The model given in Figure 2 has two stages: learning 

modeling and emotion recognition. The learning 

modeler must be activated once the system is first 

used and is used to detect DELs on ready datasets and 

train the classifier. The parameters to be used for 

SVM should be determined at the learning modeler 

stage. The emotion recognition stage should be used 

for real-time emotion detection when using the 

distance learning system. Here, emotion recognition 

is done by reducing the feature set and classifying it 

with the trained SVM.   

 

4. Experimental Results 
 

The slope and distance information of 70 facial 

landmarks obtained from each image were calculated 

and 4830 (slp: slope, dist: distance) features were 

obtained for each image. While calculating the slope 

value at the overlapping landmarks, infinite values 

depending on the 0 value were obtained. The features 

containing these values were removed from the data 

set and the number of features was reduced to 4618. 

The Kruskal-Wallis test was applied to 

determine the remaining features related to emotional 

expression. Since the significance level is generally 

95% in statistical analysis, the significance level was 

determined as 95% for Kruskal-Wallis. As a result of 

the analysis, 3328 of 4618 features were found to be 

related to emotional expressions. 

SVM classifier was used to test the emotion 

recognition success of the dataset containing all 

features and reduced features, and the tests were 

carried out with WEKA [54]. The LibSVM library in 

WEKA was used and linear kernel was used. In 

addition, the normalization results are compared to 

eliminate measurement differences and reduce the 

classifier processing time. In the normalization 

process, the values of the features are normalized 

between 0-1. The results obtained are given in Table 

2. 

 
Table 2. Success rates of the proposed emotion detection 

model 
Features Normalization Success Rate Processing Time 

4618 No 80.55% 0.27 seconds 

3328 No 80.54% 0.08 seconds 

4618 Yes 86.11% 0.18 seconds 

3328 Yes 8472% 0.05 seconds 

 

According to the results given in Table 2, 

distance and slope information can be used for 

emotion recognition. Reducing the feature set with 

Kruskal-wallis reduces the processing time by 

approximately 70%. Since emotion recognition will 

be performed in real time in the distance learning 

system, the processing time is as important as the 

success rate. Facial landmarks detection has a 

processing time of 0.00027 seconds and emotion 

recognition has a processing time of 0.05 seconds. In 

other words, facial emotion recognition takes a total 

of 0.05027 seconds. However, 0.05 seconds here is 

the time for both the learning modeler and emotion 

recognition. The processing time here will vary 

depending on the hardware used. Analyzes were 

made with a laptop computer with standard hardware 

(i5 processor, 8 GB RAM).  
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5. Conclusion and Discussion 

 

The most important disadvantage of distance learning 

systems is the low interaction between the educator 

and the student. Although this disadvantage is tried to 

be eliminated with live lessons, the educator cannot 

fully follow the cognitive and emotional state of the 

student. For this reason, the emotional states of 

students in distance learning systems are also tried to 

be followed by the educator. For emotion recognition, 

information from the student, voice analysis, facial 

analysis and vital signals are used. Among these 

methods, the most suitable method for the student in 

distance learning is the use of facial expressions. 

Emotion recognition speed is as important as emotion 

recognition success in detecting emotion from facial 

expressions. Because instant emotion detection is 

necessary in live lessons. Therefore, the methods and 

models used for emotion recognition are important. 

The aim of this study is to perform real-time 

and high-speed emotion recognition from facial 

expressions in distance learning systems. For this 

purpose, distance and slope information between 

facial landmarks were used. Effective ones from these 

landmarks were obtained by statistical analysis and 

the feature size was reduced. In addition, the 

processing time was shortened by normalization. 

In the literature in recent years, deep learning-

based methods have come to the fore. However, the 

computational complexity of these methods is higher 

than traditional methods such as SVM, k-NN. For this 

reason, the SVM classifier was used in the proposed 

model and the emotion recognition success was 

86.11% with 0.18 seconds processing time and 

84.72% with 0.05 seconds processing time. These 

times include the sum of both training and testing time 

of the model. Since the distance learning system will 

be carried out on server computers with special 

hardware, this period will be shortened even more. 

The learning modeler will be used only once after the 

distance learning system is activated, and emotion 

recognition will be performed with the training data 

there. Therefore, the processing time for emotion 

recognition will be approximately 0.00327 (0.00027 

facial landmarks, 0.003 emotion recognition) seconds 

while the system is running. Since the Kruskal-Wallis 

test is used only for the learning modeler, the 

processing time is not considered. In addition, the 

normalization process also has very low processing 

time, which can be ignored. 

Standard cameras have 30 fps and capture 30 

frames per second. In other words, each frame is 

obtained in 0.033 seconds. Considering the image 

formation time and the time spent for emotion 

recognition, emotion recognition can be performed on 

real-time images simultaneously and without delay 

with the methods used. 

The proposed model can be used for continuous 

monitoring of students' emotional states in live 

lessons, as well as exams in distance education, 

determination of readiness level and 

identification of students with the help of face 

landmarks. 
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